Timing the Ancestor of the HIV-1 Pandemic Strains
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HIV-1 sequences were analyzed to estimate the timing of the ancestral sequence of the main group of HIV-1, the strains responsible for the AIDS pandemic. Using parallel supercomputers and assuming a constant rate of evolution, we applied maximum-likelihood phylogenetic methods to unprecedented amounts of data for this calculation. We validated our approach by correctly estimating the timing of two historically documented points. Using a comprehensive full-length envelope sequence alignment, we estimated the date of the last common ancestor of the main group of HIV-1 to be 1931 (1915–41). Analysis of a gag gene alignment, subregions of envelope including additional sequences, and a method that relaxed the assumption of a strict molecular clock also supported these results.

Current evidence indicates that human immunodeficiency viruses (HIV-1 and HIV-2) entered the human population through multiple zoonotic infections from simian immunodeficiency virus (SIV)–infected nonhuman primates (1). The simian reservoirs for the human viruses have been defined (1–3) on the basis of genetic relatedness to known SIVs and the close coincidence between the natural primate host range and the geographic region of the greatest diversity of HIV-1 or HIV-2. HIV-1 is most closely related to SIVcpz isolated from the chimpanzee subspecies Pan troglodytes troglodytes (1, 2), the most diverse forms of HIV-1 [the HIV-1 main (M), outlier (O), and N (non-M, non-O) groups] are all found in the geographic region corresponding to the range of P. t. troglodytes in west equatorial Africa (4, 5), and HIV-1 groups and SIVcpz sequences are interspersed in phylogenetic trees, suggesting that there are shared viral lineages in human and chimpanzee (1, 2). Analogously, HIV-2 is most closely related to SIVsm from sooty mangabeys, the natural range of sooty mangabeys overlaps the geographic region where the most diverse HIV-2s have been identified, and HIV-2 and SIVsm sequences are interspersed in phylogenetic trees (1–3). The HIV-1 M or “main” group has been further broken down into genetically associated clades, referred to as HIV-1 subtypes A to K [for a current summary of subtypes, see (6)].

Movement of pathogens between species is a common phenomenon, and many viruses have made the leap between simians and humans, including monkeypox (7), simian T cell leukemia virus/human T cell leukemia virus (8), and simian foamy virus (9). Such transspecies infections can be a dead end, with the virus not readily transmitted in the new host species. This may account for the scarcity of N group HIV-1 (5) and of some forms of SIV/HIV-2 that have only been found in a single human each (3). On the other hand, the HIV-1 M group has created a global crisis, already infecting about 50 million people and leaving 16 million dead in its wake (10). Understanding elements that may have contributed to such extreme differences in outcome may help avert future epidemics.

Previous attempts to extrapolate the age of a common ancestor and the time for dispersion of the HIV-1 M group have been hampered by the very limited HIV-1 sequence data (11, 12) that antedates the discovery of HIV-1 in 1983 (13). Furthermore, application of evolutionary models shown to be most appropriate for circumscribed HIV-1 data sets (14) were too computationally intensive for large data sets. Thus, it has been difficult to derive a reliable time scale for molecular evolution of HIV-1 at the population level, yet such a time scale would be useful for understanding the circumstances surrounding the emergence of the acquired immune deficiency syndrome (AIDS) pandemic and the rate at which HIV-1 diverges.

Here we reconstructed the evolutionary history of HIV-1 to estimate the age of the last common ancestor of the HIV-1 M group. We made several improvements relative to earlier attempts to estimate primate lentiviral ages based on a molecular clock, the assumption of a constant rate of evolution (15, 16).

First, we extended established phylogenetic algorithms (17–21) and adapted maximum-likelihood tree-building code to parallel computers. By doing this, it became feasible to analyze very large HIV-1 sequence sets with sophisticated evolutionary models. Envelope sequences from 159 individuals with known sampling dates were available for analysis when we initiated the study; we also did supporting, independent analysis based on 66 gag genes (22, 23). Full-length gene alignments were selected as our primary data, because longer sequences yield more accurate phylogenetic reconstructions. Second, because of the in vivo biology of HIV-1, we developed a model that incorporated uncertainty in the time of origin of a given viral sequence that allows for periods of evolutionary quiescence within a reservoir of persistently infected cells (24–26). Third, we incorporated a bootstrap method to provide 95% confidence intervals (CIs) on our timing and rate-of-evolution estimates (16, 27). Finally, we tested the validity of our approach and the soundness of our assumptions by correctly estimating the time frame of two historically documented points in our phylogenetic reconstructions. Although it is unrealistic to expect that HIV-1 evolution will always rigidly adhere to a molecular clock (16, 28), it is, however, the average behavior of many sequences that we consider here, and our control estimates of known times were accurate.

The phylogenetic methodology we developed to address these questions for HIV is general and can be applied to other evolutionary studies and other organisms. We introduced methods for establishing CIs on timing estimates, incorporated biologically motivated evolutionary models, and allowed for periods of evolutionary quiescence. We extended phylogenetic code capabilities for parallel computing and further developed and tested preexisting strategies that allow the evolutionary rate itself to evolve. Great strides in sequencing technologies have resulted in vast numbers of new genetic sequences, and it is imperative that the analysis tools keep pace with the DNA sequencing technology. The tools developed here extend the power either to simultaneously analyze large data sets representing many different organisms or to analyze multiple genes from a highly variable pathogen such as HIV.

Phylogenetic methodology. Our main analysis relies on the assumption of a molecular clock; this hypothesis postulates that molecular change is a linear function of time and that substitutions accumulate according to a Poisson distribution (20). Use of this strategy to estimate the time to a common ancestor in a phylogenetic tree has inherent limitations beyond the fact that evolutionary rates may, in fact, vary [reviewed in (20, 16)]. Examples
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The importance of an adequate evolutionary model for accurate phylogenetic reconstructions has been repeatedly demonstrated (14, 32). Evolutionary models incorporate different rates of substitution between bases, different site-specific rates of evolution (14, 19, 20, 32, 33), and different base frequencies (skewed toward high adenosine content in HIV-1 sequences, with 35% A in gag and 37% A in env). Realistic formulation of the evolutionary model is particularly critical in situations where branch lengths are important and evolutionary events are dated (14, 34). The likelihood of the data for the best tree estimated under a particular model can be used to determine if the added complexity introduced by increasing the number of parameters in an evolutionary model is justified for a particular data set (35).

Maximum-likelihood trees based on many taxa are extremely computationally intensive. It would not have been feasible to test alternative evolutionary models with previously available serial implementations of maximum-likelihood tree-building code for the complete envelope sequence alignments (36). We modified G. Olsen’s fastDNAML code (18), a rapid implementation of PHYLIP maximum-likelihood code (17), to incorporate a general reversible (REV) base-substitution model (32) and to more efficiently use parallel processors (23). A REV model incorporates a reversible substitution rate for each pair of bases. Calculations were performed on up to 512 nodes of the SGI Origin 2000 cluster, called Nirvana, at the Los Alamos Advanced Computing Laboratory (www.acl.lanl.gov/).

Following the strategy implemented in the DNaR rates program (18, 19), we developed a maximum-likelihood method to model rate heterogeneity between sites as an alternative to the more commonly used method of modeling rate heterogeneity among sites based on a gamma distribution (19, 32, 37). The maximum-likelihood model of rate variation among sites is parameter-rich, i.e., as many parameters are estimated from the data as there are positions in the alignment (23). However, a direct comparison with the gamma distribution for the smaller gag sequence analysis with the phylogeny package PAUP (38) indicated that despite the large increase in number of parameters, we were not overfitting the data and our method of assigning rate categories was preferable to using the gamma distribution (23, 39).

The root of the M group is defined as the branching point at which divergence from the common ancestor of the lineage first occurs. The trees generated by our methods are unrooted, and the use of a reversible (REV) model requires additional information to locate the root of the tree. The root is traditionally defined as the branch position of an “outgroup,” where an outgroup is specified as a sequence or sequence set that is known to be external to the lineage under consideration (19). The SIVcpz sequences isolated from P. t. troglodytes (2) are the closest sequences external to the HIV-1 M group and so are best suited for use as an outgroup, but even these sequences are very distant. Possibly because of this distance, the place where SIVcpz outgroups join the M group is highly unstable (11, 40) and often deep into a well-defined subtype (in this study, A, H, or B, depending on the tree). Such a tree considered in isolation could lead one to the conclusion that the subtype nearest to the root either has a much slower rate of evolution or that the rate of evolution in the internal branches linking the various subgroups was unusually large. We find, however, that the CPZ outgroup position is in a shallow likelihood surface and that such subtype-associated outgroup positions are not statistically significant. Furthermore, the subtype associated with outgroup can differ depending on the phylogenetic methodology, the region of the gene considered, whether the full alignment or third codon positions only (mainly silent substitutions) were included in the alignment, or if different combinations of single and multiple outgroup sequences were used (41); thus, we thought that it was critical to use an alternative strategy.

We therefore constructed a parsimonious candidate for the ancestral sequence, which is the consensus sequence (most common base) of the consensus sequences from each subtype, and used this as an outgroup. This construction avoids bias resulting from oversampling of some clades relative to others; the resulting sequences did not have preferential association to any clade (Fig. 1C) or have altered base composition relative to natural viral sequences. This outgroup strategy should place the root on a central interior branch, and indeed, our analysis found this (Figs. 1A and 2A). In contrast to the SIVcpz outgroup, the root position defined by a consensus outgroup was stable. For all the sequence sets we tested, the branch length from the consensus to the estimated root was very near zero, as would be expected from a true ancestral sequence (Figs. 1A and 2A). Finally, we considered a third outgroup strategy: We held the branching order obtained with the consensus-outgroup fixed, then replaced the consensus outgroup by the CPZ.US sequence, and then reoptimized the branch lengths. This produced very similar likelihood scores to the trees constructed with CPZ.US as the outgroup from the start, indicating that root positions determined by the consensus sequences were, within statistical fluctuations, compatible with those obtained by the conventional method (23).

The most clocklike behavior, defined as the strongest linear relation when plotting evolutionary distance and time, was observed in trees constructed with the consensus as the outgroup, as expected (see the likelihood of the data assuming a linear relation between branch length and time, presented in Table 1). The more conventional trees constructed by replacing the consensus by the CPZ.US sequence and retaining the same topology while recalculating the branch lengths gave similar, although more dispersed and less “clocklike” results. Arguments can be made in favor of using either method; therefore, we present the full results using both strategies in Table 1.

**Timing estimates assuming a molecular clock.** Given a phylogenetic tree and assuming a uniform rate of evolution, one can plot total branch length (from the tips of the branches to the ancestral node) against the year of sampling and fit a line through the data points. From this inferred linear relation, one can project back to estimate the time associated with zero branch length, i.e., the time of the ancestral sequence. For a standard linear least-squares fit to a line, one implicitly assumes that the data are precisely known on the independent axis (the sampling times), and the best fit line is chosen to minimize the squared deviation on the dependent axis (the branch lengths). But the “error-only-on-branch-length” model for our data fails a goodness-of-fit test: The data are overdispersed compared with a Poisson distribution (29). Furthermore, for HIV-1 sequences, the time a sequence originated is not precisely known for two reasons: The sampling time is generally only recorded to a precision of 1 year,
and uncertainty arises from the nature of HIV-1 evolution within a single host. An HIV-1 provirus can be harbored, not evolving, for an extended period of time in persistently infected cells (26), and so viral DNA sampled in a given year may actually have an origin some years earlier (24, 25). Our linear fit was thus based on a combination of the two sources of time uncertainty described above, and a Poisson distribution for branch length error (20) (Fig. 3). Our best fit line maximizes the likelihood of the data given a model with parameters for slope, intercept, and the time scale (τ) of the harbored sequences. The parameter τ (Fig. 3), or the exponential decay time for the “age” of sampled sequences, had an average value estimated from the data of 3.4 years with a 95% CI of 1.7 to 7 years, a very reasonable estimate given what is actually observed in intrapatient data sets (24, 25). This method provided a likelihood score for the data given our linear model, which enabled us to compare the relative clocklike behavior of different trees (see the discussion above comparing outgroup strategies and the log-likelihood scores given in Table 1); it is by this measure that the consensus outgroup was more clocklike than the CPZ outgroup. Bootstrap resampling of the data points (480 trials) provided 95% CIs for our estimated timing of ancestral sequences and evolutionary rates (16, 27) (Figs. 1B and 2B and Table 1); Monte Carlo resampling from the estimated model rather than from the data points was also tested and produced similar results (41).

Validation by comparisons of predicted dates to documented dates. Our first control case was the viral sequence ZR.59, obtained from a blood sample collected in 1959 in the Democratic Republic of the Congo (formerly Zaire) (11). This comparison is important as a control, because we could estimate a known date in the tree that was decades before the rest of the data accrued (Fig. 2). The alignment used for this analysis was restricted to short fragments of the envelope sequence available from the 1959 sample (23). With the ZR.59 date of origin treated as unknown, we calculated an evolutionary rate based on the rest of the data, and then the time of sampling of the 1959 sequence was estimated from its branch length relative to the root. Our estimate for the year of origin of the sequence was 157 (95% CI 1934–62) (Fig. 2) when the consensus was used as the outgroup; when the CPZ.US replaced the consensus as outgroup, the estimate was 1960 (1943–67). The accuracy of these estimates suggests both that the central location of the root position was reasonable and that our assumption of a molecular clock is consistent with the data, at least back to 1959. However, it could be argued that evolutionary rates might have been variable in more ancient parts of the tree, particularly soon after a cross-species transmission event. In one study that directly addressed that question, the rate of SIVsm evolution was compared in infections of sooty mangabeys, the natural host for SIVsm, and in rhesus macaques, a new host in which SIVsm causes AIDS; the evolutionary rates were found to be slightly slower in the new host, the macaques (42). This suggests that the date of transmission might be farther back in time than our estimate.

The ancestral node of the Thai E subtype is the only internal node in the HIV-1 M group tree that has both adequate information to provide an associated date and enough subsequent sequence data to allow one to make a timing estimate. Two lines of evidence suggest an approximate date for the founder virus of the E subtype in Thailand: epidemiological and sequence data. The first HIV-1–infected people and people with AIDS in Thailand were found in the mid-1980s among a small number of male prostitutes and in two patients with thalassemia (43). Given the risk groups (44) and the fact that subtype E first appeared in the northern part of the country, not in Bangkok, these infections were likely to have been due to subtype B viruses, not subtype E. No HIV-1 was found in the mid-1980s in Thailand in the risk groups where the E subtype ultimately took hold. Hundreds of people at high risk for HIV-1 infection were tested in 1985; further, in 1986, no evidence of HIV-1 was found among thousands of Thais who were tested (43). Yet by 1988, over 5000 Thais were infected with HIV-1, and by 1989–90, E subtype HIV-1 was clearly spreading rapidly in the heterosexual population (43). In addition, DNA sequence analysis showed that the Thai E subtype viruses sampled in 1990 were genetically highly related (45), suggesting that a single founder virus seeded the Thai E subtype epidemic a few years before 1990. Combined, this information suggests a single founder subtype E virus some time near 1986–87.

Subtype E is a mosaic virus, with some regions that cluster closely with subtype A
in the eight estimates that assumed a molecular clock (four data sets, two outgroup strategies each, Table 1); this is near the boundary of the 95% CI, and such occasional fluctuations are statistically expected.

The timing of the origin of the B subtype that dominates the epidemic in the United States and Europe is also of interest. Our best estimate, from the full-length envelope tree analyses assuming a molecular clock, suggests that the founder of the B subtype in the United States originated in 1967 (95% CI 1960–71) (see Table 1 for the complete B subtype results based on all the trees in this study). The seven B subtype sequences from Haiti included in this study branch off earlier than do the other B subtype sequences; this could reflect an older epidemic or possibly be a sampling artifact. These estimates, albeit earlier than previously thought, are not inconsistent with the epidemiology of the early AIDS cases in the United States and Haiti. AIDS was first identified as a clinical syndrome in 1981 (47). Twelve AIDS cases were retrospectively identified in 1978–79, and by the first quarter of 1983, there were already 1299 cases of clinical AIDS reported in the United States, spread over 35 states (48). In both Haiti and the United States, scattered cases of HIV-1 infection or AIDS were identified in the late 1970s with a handful of possible and probable cases noted in the United States and Haiti between 1972 and 1976 (48, 49). Thus, our timing estimates for an ancestral sequence are plausible, given that HIV-1 infection has an average 10-year asymptomatic period before AIDS develops (50). Our analyses suggest that a commonly
held view that there was a single founder virus of the HIV-1 B subtype epidemic in the United States in 1976–78 is unlikely. It is more probable that there was a 5- to 15-year “preepidemic” period of subtype B evolution, in which a small number of HIV-1 subtype B infections were present but clinically unrecognized.

The rate of evolution is estimated by the slope of the line relating branch length to time and will depend on the gene region under study and on the evolutionary model used to calculate the genetic distances. Assuming a molecular clock, we estimated the rate of evolution to be 0.0024 (0.0018 to 0.0028) substitutions per base pair per year for gp160 envelope and 0.0019 (0.0009 to 0.0027) for gag. The envelope gene estimate is similar to our earlier estimate for gp160 of 0.0017 (16), but lower than the estimates of Leitner et al. (14), for V3 (0.0067 ± 0.0021) and p17 (0.0027 ± 0.0005) (14). V3 and p17 are relatively variable subregions of envelope and gag, and our estimates spanned the full genes, which are on average more conserved. The p17 region in our gag alignment was 35% more variable than the entire gag gene. Although the V3 region in our alignment was no more variable than the rest of env, the most variable parts of V3 were removed by “gap stripping,” deleting all positions where a gap is inserted in any sequence to maintain the alignment. Such gaps tend to occur in variable positions; in total, 25% of the V3 region positions were omitted from our analysis through gap stripping. Because the results of Leitner et al. (14) were based on a small set of related samples, most V3 variable positions would have been retained in their study. As rate estimates can depend on the gene region, the alignment, the model, and the degree to which variable regions are gap stripped, our results do not contradict previously published rates approaching 1% per year (24, 51) in other studies.

Results allowing the evolution of evolutionary rates. Because the rate of evolution may vary in a tree, we felt it was important to reevaluate our estimates using a Bayesian approach recently developed by Thorne et al. that can take such variation into account (21). This approach relaxes the molecular-clock assumption and allows the rate of evolution itself to evolve; rates on progeny branches are assumed to be close to those of their parents (23). This method yields a tree with branch lengths that represent separation in time, rather than genetic distances (Fig. 4). Estimated times for each internal node, evolutionary rates for each branch, and standard deviations and 95% CI are calculated (23).

We adapted this strategy for use in our study of HIV evolution by adding three features. First, it was essential to incorporate information about the variation in the ages of the leaf nodes. This is because, in contrast to the ancient tree lineages used as an example by Thorne et al. for which sampling time can be considered uniform (the present), the period of 20 years over which our HIV sequences were gathered encompasses substantial molecular evolution. Second, we modified the code to use as input the maximum-likelihood tree topologies based on the evolutionary model we found to be optimum (REV with a maximum-likelihood estimate of the relative rate of variation of different sites); the original code used an F84 model and assumed a constant rate of variation across sites (21). Third, we enabled the code to estimate the timing of a leaf node, so we could use this method to estimate time of origin of the 1959 sequence as a control.

As this method is a Bayesian approach, it requires as input a “prior” probability distribution for the parameters of the model; the result is a “posterior” distribution that depends on the prior and the data. We
considered a broad range of priors for both the age of the M group node and the parameter $\nu$, which governs the extent of rate variation between branches. Our results are quite robust; the timing estimates for the M group were insensitive to these priors, converging to very similar estimates over the range of input values tested (Table 2).

**Table 1.** Timing estimates based on an assumption of a strict molecular clock. The dates predicted with the consensus as outgroup are noted on the left, followed by their 95% CI and the log-likelihood of the data given the model. The values based on trees with the SIVcpz sequence CPZ.US as the outgroup, after having fixed the topology of the tree with the consensus as an outgroup, are shown on the right. These are not tree log-likelihoods. The log-likelihood values are an indication of how well the data fit the hypothesis of a linear rate of evolution with the model illustrated in Fig. 3. For gag and envelope gp160 data, the M group node, the B subtype node including all sequences from the United States, and the B and D clade ancestral node are given. For the trees based on fragments of envelope, the dates with historical validation and the M group node are shown. In all cases, the estimates were consistent within the boundaries of their CIs, but the most data went into the gp160 sequence analysis, so we consider this the best analysis. Shown are values based on the full gp160 sequence analysis, values based on the full-length gag gene analysis, and values based on the partial envelope alignment including the E subtype sequences. The M group origin was calculated on the basis of the inclusion of data derived from all of the sequences. The Thai E subtype origin was calculated two different ways. See the footnotes. Also shown are values based on the partial env alignment including the 1959 sequence. The 1959 sequence was included in the estimation of the time of origin of the M group.

<table>
<thead>
<tr>
<th>Consensus outgroup</th>
<th>Log likelihood</th>
<th>CPZ.US outgroup</th>
<th>Log likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The gp160 analysis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M group 1931 (1915–41)</td>
<td>$-651.6$</td>
<td>1912 (1877–34)</td>
<td>$-674.4$</td>
</tr>
<tr>
<td>B/D 1950 (1938–59)</td>
<td>$-651.6$</td>
<td>1950 (1939–58)</td>
<td></td>
</tr>
<tr>
<td><strong>The gag analysis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M group 1934 (1869–50)</td>
<td>$-276.4$</td>
<td>1933 (1863–50)</td>
<td>$-282.8$</td>
</tr>
<tr>
<td><strong>The analysis based on the env fragment including the E clade</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M group 1940 (1916–51)</td>
<td>$-747.3$</td>
<td>1944 (1921–54)</td>
<td>$-752.2$</td>
</tr>
<tr>
<td><strong>The analysis based on the env fragment including the 1959 sequence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M group 1930 (1913–44)</td>
<td>$-521.1$</td>
<td>1941 (1925–53)</td>
<td>$-540.8$</td>
</tr>
</tbody>
</table>

*These results were based on just including E subtype sequences and projecting back to their common ancestor. †The results were based on a projection with the full M group data set, and the branch length between the M group root and the Thai E ancestral node was used to estimate the dates. ‡The estimates of the timing of the 1959 sequence origin were based on treating the 1959 time point as an unknown: The best fit was determined based on all other M group data points, excluding the 1959 sequence, and then the time of origin of the 1959 sequence was estimated based on its branch length relative to the M group root.

**Table 2.** Timing estimates when a variable rate of evolution was allowed. The estimates of the timing of the M group origin were consistent over a wide range of priors. The results are presented as the estimated year and the 95% CI. The timing of the root of the tree requires a prior, and if we changed this from a prior of $1930 \pm 35$ years, to $1910$ or $1950 \pm 35$ years (shifting our prior by 20 years), our posterior distribution only shifted by a year or two. The prior on $\nu$ influences the extent of rate variability between parent and child branches; increasing or decreasing $\nu$ by a factor of 3 also had little effect on the outcome.

<table>
<thead>
<tr>
<th>Predicted M group</th>
<th>U.S. B clade node</th>
<th>M group prior</th>
<th>$\nu$ prior</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Env gp160 tree</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1930 (1911–45)</td>
<td>1954 (1941–63)</td>
<td>$1930 \pm 35$</td>
<td>0.03</td>
</tr>
<tr>
<td>1930 (1911–44)</td>
<td>1955 (1942–64)</td>
<td>$1930 \pm 35$</td>
<td>0.1</td>
</tr>
<tr>
<td>1929 (1907–43)</td>
<td>1954 (1940–63)</td>
<td>$1930 \pm 35$</td>
<td>0.008</td>
</tr>
<tr>
<td>1928 (1906–43)</td>
<td>1954 (1940–63)</td>
<td>$1930 \pm 35$</td>
<td>0.03</td>
</tr>
<tr>
<td>1931 (1911–45)</td>
<td>1955 (1942–64)</td>
<td>$1930 \pm 35$</td>
<td>0.03</td>
</tr>
<tr>
<td><strong>Gag tree</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1927 (1888–51)</td>
<td>1959 (1937–71)</td>
<td>$1930 \pm 35$</td>
<td>0.03</td>
</tr>
<tr>
<td>1929 (1889–52)</td>
<td>1959 (1938–72)</td>
<td>$1930 \pm 35$</td>
<td>0.1</td>
</tr>
<tr>
<td>1922 (1892–52)</td>
<td>1956 (1933–70)</td>
<td>$1930 \pm 35$</td>
<td>0.008</td>
</tr>
<tr>
<td>1922 (1880–48)</td>
<td>1956 (1933–70)</td>
<td>$1930 \pm 35$</td>
<td>0.03</td>
</tr>
<tr>
<td>1929 (1890–52)</td>
<td>1960 (1939–72)</td>
<td>$1930 \pm 35$</td>
<td>0.03</td>
</tr>
</tbody>
</table>

The M group node from the gp160 tree (Table 2) was estimated at 1930 (95% CI [1911–45]) with midrange values of the priors. These results are in excellent agreement with those presented in Table 1 assuming a strict molecular clock. The same consistency was also true of the timing estimates of the United States B subtype node from the gag tree, 1960 (1939–72). The B subtype estimates from the gp160 envelope-based tree are somewhat further back, however, 1954 (1941–63). Additionally, the estimates of known historical dates in our trees, both the 1959 sequence and the Thai E subtype origin, receded by about a decade (23), inconsistent with the historical record. Also, timing estimates based on trees including Thai E sequences were found to be unduly sensitive to $\nu$; we speculate that this might be a result of the extremely short branch lengths between sequence sampling dates and their nearest ancestral node (some branches approached zero length) found among some of the early E subtype sequences. For further discussion of the E subtype results, see the Web site accompanying this paper (23). Because of this, it is apparent that the systematic errors in this method relaxing the molecular clock are not fully controlled, and so we have greater confidence in the results that assume a strict molecular clock (Table 1). The date most important to this analysis, the origin of the M group node, was highly consistent between methods. It is the node constrained by the largest amount of data for the Bayesian analysis and so is most likely to be most reliable.

**Discussion.** To examine hypotheses about the origin of the HIV-1 M group in the human population, we adapted well-established but computationally intensive maximum-likelihood phylogenetic algorithms for use on a parallel supercomputer. This enabled us to produce maximum-likelihood trees based on unprecedented amounts of HIV-1 sequence information and to use an REV model and allow rates of evolution to vary at different positions. We then estimated dates of internal nodes in the tree, by either assuming a constant rate of evolution or relaxing that assumption. Our estimates of the last common ancestor of the HIV-1 M group point to the first half of the 20th century (Tables 1 and 2). The age of the established viral sequences, used as controls, was better estimated under the assumption of a strict molecular clock than when we relaxed this assumption.

Our analyses do not specifically address the question of when the simian progenitor lentivirus trafficked between species; i.e., they do not provide information as to which species (human or chimpanzee, assuming chimpanzee is the simian source of HIV-1) was infected at the time of the M group expansion. If the most recent common ancestor of group M resided in a human host, then a chimpanzee-to-human transmission event likely occurred earlier than our estimates of the origin of the M group [1931 (95% CI 1915–41)] was our best estimate), although it remains unknown whether months, years, or decades passed between the cross-species transmission event and the ancestral virus of the M group pandemic. If, on the other hand,
the last common ancestor of M group strains resided in a chimpanzee, then there must have been multiple cross-species transmissions subsequent to this date, each creating the ancestor of a different clade of HIV. So, strictly speaking, our estimate is neither an upper nor a lower bound on the date of the actual zoonosis. Rather, it is the approximate time of the bottleneck event that was the genesis of the M group and captures the moment of the beginning of the expansion of the M group. If the M group originated in humans, then this would date the founder virus of the pandemic.

If all of the M group subtypes originated in different chimpanzees and entered the human population independently, they all would have had to enter the human population during a short time span of several decades, and all have been capable of spreading in the human host as epidemic strains; this seems to us improbable, but it cannot be ruled out. If, however, the M group subtypes originated in humans, the founder viruses for the subtypes must have seeded distinct epidemics, which may be limited by geography or risk groups. Conditions resulting in splitting off and expansion of genetically related viruses have been recently observed, for example, in Thailand (47) and Kaliningrad (52), demonstrating that such events do occur in human populations. Furthermore, HIV-1 subtype distributions often remain geographically distinct in African populations to this day, demonstrating that epidemics can be bound by geographic as well as risk group considerations (10, 22).

Recently, the possibility that HIV-1 was introduced into the human population introgenically through SIVcpz contamination of oral polio vaccines (OPV) used in the vaccination programs that took place in Central Africa between 1957 and 1960 has been revisited (49). The basis for this hypothesis is the belief that polio vaccine stocks may have been grown in kidney cells cultures derived from chimpanzees kept at a research facility close to Stanleyville (present-day Kisangani). Our analyses suggest that the HIV-1 M group ancestral sequence occurred decades before the vaccination programs and that the diverse subtypes were well established by 1957. Thus, for the OPV hypothesis to be consistent with our analyses, at least nine genetically distinct viruses would have had to enter the human population through the vaccine. As SIVcpz infections are rare in captive animals [current data derived from hundreds of animals suggest a prevalence of roughly 1% (2)], and a small number of primate kidneys were needed for OPV cultures (49), this seems implausible. Furthermore, the young age of the captured animals used for research in the facility (53) is inconsistent with the alternative hypothesis that the HIV-1 subtypes resulted from the introduction of diverse quasi-species infecting the kidney of a single animal, because the distance between the subtype progenitors exceeds typical intrahost variation, particularly in infants and juveniles. Given these considerations, we find it unlikely that OPV was the source of HIV-1 transmission to humans.

Two hurdles must be crossed for cross-species transmissions to successfully establish infections capable of spreading widely in a new host: (i) the initial infection and (ii) facile transmission in the new host. If the HIV-1 M group virus did enter the human population and then diversify, then for a 25- to 60-year period before the onset of the pandemic and the first retrospective clinical documentation of AIDS in Africa in the 1970s, the virus must have gone undetected. Given the difficulty in retrospectively diagnosing the myriad of symptoms that make up AIDS, particularly in a rural African setting, infections is, in this context, uninformative. Historical and epidemiological considerations have been recently summarized by Chitnis et al. (55), leading to the suggestion that colonial practices in French Equatorial Africa provided novel opportunity for both zoonosis and subsequent expansion in the human population. Our phylogeny-based dating estimates are in good accord with the dates of the events documented in their paper.
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In mammalian neurons, neurotransmitter receptors such as glutamate receptors, including NMDA receptors, are sorted dynamically and precisely to the dendrites of the cell (1). Although putative anchoring, sorting, and signaling molecules have been colocalized with the receptors (2), it is not yet known how the receptors are sorted. Transport of molecules to specific regions in eukaryotic cells is accomplished by molecular motors. This process is critical for the formation of a complex of receptors and other proteins on the surface of the cell. The KIF17 motor protein, which is similar to Osm-3 in the head and tail domains, is involved in the transport of vesicles containing N-methyl-d-aspartate (NMDA) receptors.

EXPERIMENTAL PROCEDURES

**Kinesin Superfamily Motor Protein KIF17 and mLin-10 in NMDA Receptor–Containing Vesicle Transport**

**Mitsutoshi Setou, Terunaga Nakagawa, Dae-Hyun Seog, Nobutaka Hirokawa**
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**Mitsutoshi Setou, Terunaga Nakagawa, Dae-Hyun Seog, Nobutaka Hirokawa**

Experiments with vesicles containing N-methyl-d-aspartate (NMDA) receptor 2B (NR2B subunit) show that they are transported along microtubules by KIF17, a neuron-specific molecular motor in neuronal dendrites. Selective transport is accomplished by direct interaction of the KIF17 tail with a PDZ domain of mLin-10 (Mint1/X11), which is a constituent of a large protein complex including mLin-2 (CASK), mLin-7 (MALS/Vels), and the NR2B subunit. This interaction, specific for a neurotransmitter receptor critically important for plasticity in the postsynaptic terminal, may be a regulatory point for synaptic plasticity and neuronal morphogenesis.

In mammalian neurons, neurotransmitter receptors such as glutamate receptors, including NMDA receptors, are sorted dynamically and precisely to the dendrites of the cell (1). Although putative anchoring, sorting, and signaling molecules have been colocalized with the receptors (2), it is not yet known how the receptors are sorted. Transport of molecules to specific regions in eukaryotic cells is accomplished by molecular motors (3). In neurons, various microtubule-associated motor proteins have been shown to transport organelles such as synaptic vesicle precursors and mitochondria to specific regions of the cell; however, the mechanisms by which each motor recognizes its specific cargo are not known (3). Here, we report that KIF17 (4), a neuron-specific microtubule-dependent molecular motor, binds directly and specifically to a PDZ domain (5) of mLin-10 (6) and transports the large protein complex containing the NR2B subunit, which forms the NMDA receptor with the NR1 subunit (7). This complex transports vesicles along microtubules in neurons such as hippocampal pyramidal neurons.

**Identification of KIF17.** Members of the kinesin superfamily (KIFs) support diverse transport systems in cells (3). We cloned KIF17, a neuron-specific motor (Fig. 1A) (8), used for research noted a range from 1 to 10 years, with more than 80% less than 4 years old (S. Plotkin, personal communication; data taken from the laboratory notes of F. Deinhardt).
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11. A record of the ages of chimpanzees from Camp Lindi to investigate the motors responsible for the sorting of various molecules within neurons. Osm-3 (9), a putative dendritic motor for odorant receptors in Caenorhabditis elegans, and KIF17 constitute a family (Fig. 1B). KIF17 is similar to Osm-3 in the head and tail domains (Fig. 1C) and has two putative stalk domains that form an α-helical coiled coil (Fig. 1D) (10); Osm-3, however, has only one stalk domain. Antibody raised against amino acids 505 to 707 of KIF17 (anti-KIF17) (11) recognized the native KIF17 protein in the brain as a single 170-kD band in SDS–polyacrylamide gel electrophoresis (PAGE) (Fig. 1E).

Although KIFs could be monomeric, homodimeric, heterotrimetric, homotetrameric, or heterotetrameric (3), native KIF17 has a sedimentation coefficient of 3.0 S and a Stokes radius of 170 Å, which suggests that the molecular weight of the native holoenzyme is 215 kD, about twice that calculated from the sequence of the protein (116 kD). The migration of KIF17 in native PAGE was similar to that of the recombinant full-length KIF17 protein (12). Thus, KIF17 probably exists as a homodimer (13).

To measure the direction and velocity of the KIF17 motor activity, we assayed its motility with the use of recombinant KIF17. Recombinant KIF17 could slide an axoneme toward microtubule minus-ends, indicating that KIF17 is a microtubule plus-end–directed motor (Fig. 1F). The microtubule gliding assay showed that the average speed was 0.8 to 1.2 μm/s (14). Thus, KIF17 can act without a coenzyme and can mediate fast intracellular transport.

KIF17 is a dendrite-specific motor protein. KIF17 appeared to be brain-specific, present in abundance in the gray matter (es-